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Task-1: Matlab (Python) Warm-up. (2 marks): 
Describe (in words where appropriate) the result/function of each of the following 
commands of your preferred language in report. Please utilize the inbuilt help() command 
if you are unfamiliar with these functions.  
Note: Different from Matlab, Python users need to import external libraries by themselves. And 
we assume you already know some common package abbreviations (e.g. numpy = np). (0.2 
marks each) 

 
Python 

(1) a = np.array([[1, 2, 3], [5, 2, 20]]) 
Create a 2*3(rows * cols) numpy array, with initialization of the first row with values [1, 2, 3] 
and the second row with values [5, 2, 20].  
 

(2) b = a[0, :] 
Description: Select all columns of the first row of array a then assign it to new variable b.  

 
(3) f = np.random.randn(200, 1) 
Description: Generate an array with 200 rows and 1 column containing random floats from a 
normal distribution of mean 0 and variance 1, and assign it to variable f. 

 
(4) g = f[ f > 0 ]  

Description: Choose all elements in f which are greater than 0, and then assign them to g. 
 

(5) x = np.zeros(20) + 0.5 
Description: First generate an array of size 20 and fill it with 0s. Then add 0.5 to each element, 
and assign it to x. 
 

(6) y = 0.5 * np.ones([1, len(x)]) 
Description: First generate an array of one row and length of x columns and fill it with 1s. Then 
multiply every element with 0.5, and assign it to y.  
 

(7) z = x + y 
Description: Add x and y together. Because of the same size of x and y, just find corresponding 
elements in both arrays and add them together, then assign the result to z. For example, add 1st 
row and 1st column elements in both x and y, then assign this result to 1st row and 1st column of 
z. 
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(8) a = np.linspace(1, 100) 
Description: Create an array with evenly spaced numbers from 1 to 100, default generating 50 
numbers, and then assign it to a. 
 

(9) b = a[: : -1] 
Description: -1 means from the end index of a to the start index. This operation means assigning 
a with a reverse order to b. 
 

(10) b[ b < 25 ] = 0 
Description: Choose all elements in b which is less than 25, and then assign these elements to 0. 

 
Hint:  
Do the necessary typecasting (uint8 and double) when processing and displaying the image data 
in the following tasks. For Python, please be aware of the default datatype of different libraries 
(e.g. Image, matplotlib, cv2). An improper datatype of image will cause many troubles when you 
want to display the image. 

 

Task-2:    Basic Image I/O (2 marks) 
In this task, you are asked to:  
Given the three images shown in Figure 1(you can find them in the CLAB folder on Wattle):  
1. Read those images, and save them to JPG image files named ‘image1.jpg’, ‘image2.jpg’ and 
‘image3.jpg’. (0 marks). 
2. Using image1.jpg, develop short computer code that does the following tasks: 
a. Read this image from its JPG file, and resize the image to 384 x 256 in columns x rows 
(0.2 marks). 
cv2 provides a way to read pictures and resize them. First, use cv2.imread(path) to read an image 
where the parameter ‘path’ refers to the path of target picture. Then using cv2.resize(src, disze, …) 
to resize the pictures. To be noticed that when using cv2.imread(), the image will be read in BGR 
form. In order to show the image properly, should use cv2.cvtColor() function with parameter 
‘cv2.COLOR_BGR2RGB’ to transform BGR image into RGB one. All images are displayed by 
matplotlib.pyplot as plt function.  Codes are shown in Figure 2.1 and outcomes are shown in Figure 
2.2. 
img = cv2.imread('image1.jpg')  # read in BGR 
img = cv2.cvtColor(img, cv2.COLOR_BGR2RGB) 
plt.subplot(1, 2, 1) 
plt.imshow(img) 
plt.title('Original Picture') 
 
# a. Resize img to 384*256 
plt.subplot(1, 2, 2) 
img2 = cv2.resize(img, (384, 256)) 
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plt.imshow(img2) 
plt.title('Picture after Resizing') 
plt.show() 

Figure 2.1 Code of Reading and Resizing Image 

 
(a)                                                                                                     (b) 

Figure 2.2 Reading image ‘image1.jpg’ and resizing it. (a) Original image after reading (b) Resize former image into 
384x256. It is hard to distinguish them visually because they look the same size. Therefore, there are two axes 
besides pictures to indicate their actual size. Alternatively, codes in Figure 2.1 indicate how to resize the images.  

 
b. Convert the colour image into three grayscale channels, i.e., R-channel, G-channel, B-
channel images, and display each of the three grayscale images separately (0.2 marks for 
each channel, 0.6 marks in total).  
After reading images with cv2.imread, the image is stored in a 3-dimensional array. The 3rd 
dimension ranges from 0 to 2 and refers to B channel, G channel and R channel respectively. 
Because we have used cv2.COLOR_BGR2RGB before, now 3rd array refers to R, G and B 
channels respectively. Grayscale channel images are shown in Figure 2.3. 

 
(a)                                                        (b)                                                        (c) 

Figure 2.3 Three gray channels of the color image. (a) Grayscale image of R channel (b) Grayscale image of G channel 
(c) Grayscale image of B channel. 

 
c. Compute the histograms for each of the grayscale images, and display the 3 histograms 
(0.2 marks for each histogram, 0.6 marks in total). 
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Matlplotlib.pyplot provide a hist function that we can directly use to draw a histogram of an 
image. Firstly, because np.hist() only accepts one dimension as the first parameter, we use 
numpy.ravel() applying to the image, to make the image into a contiguous flattened array[1]. 
Then we can assign a number to the bin as needed to make the histogram better displayed. 
Histograms for each grayscale image are shown in Figure 2.4.  

 
(a)                                                        (b)                                                        (c) 

Figure 2.4 Three histograms of grayscale images. (a) Histogram of grayscale R channel image (b) Histogram of 
grayscale G channel image (c) Histogram of grayscale B channel image. 

 
d. Convert the colour image to a grayscale image and then apply the histogram 
equalisation to this grayscale image, and the R-channel, G-Channel, and B-Channel images 
(mentioned in b.), respectively. Then display the 4 images after applying the histogram 
equalisation process, and their corresponding histograms. (0.15 marks for each (image, 
histogram pair), 0.6 marks in total). (Hint: you can use inbuilt functions for implementing 
histogram equalisation. e.g. histeq() in Matlab or cv2.equalizeHist() in Python). 
In order to convert a colour image into a grayscale image, we use the function cv2.cvtColor() 
with the parameter cv2.COLOR_RGB2GRAY. Then we use the inbuild function 
cv2.equalizeHist() to apply equalisation of all histograms. After equalisation, histograms are 
shown in Figure 2.5.  

 

 
(a)                                                                          (b) 
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(c)                                                                           (d) 

Figure 2.5 Histograms after equalisation. (a) Histogram of grayscale image after equalisation (b) Histogram of R 
channel image after equalisation (c) Histogram of G channel image after equalisation (d) Histogram of B channel 
image after equalisation. Different from Figure 2.4, histograms are almost evenly distributed from 0 to 250.  

 

Task-3:    Image Denoising via a Gaussian Filter (5 marks) 

1. Read in image2.jpg. Crop a square image region corresponding to the central part of the 
image, resize it to 512×512, and save this square region to a new grayscale image.  Please 
display the two images.  Make sure the pixel value range of this new image is within [0, 255] 
(0.5 marks). 
As mentioned in task 2, we use cv2.imread() to read the image and transfer the colour channels. 
Then we need to discuss how to crop an image from the central part. First, we calculate the length 
of the cropping square (represented as ls, where length and width represent the length and width of 
the image respectively) with Formula 3.1.  

 

Then we use this length, and Formula 3.2 to get 4 points of the square. x0 and y0 refer to the centre 
coordinate of the image.  

 
Apply these four coordinate into the image, we can crop it from central. Then we use cv2.resize() 
to resize this image to 512x512, with function cv2.cvtColor() with cv2.COLOR_RGB2GRAY to 
save to a new image. Origin image and cropping image are shown in Figure 3.1.  

<latexit sha1_base64="seZT6gqGl6eT7l2OEWTdArYltYY=">AAACEnicbVA9SwNBEN3zM8avqKXNYhASkHCnQW2EoI1lBJMISQh7m0myZG/v2J1Tw5HfYONfsbFQxNbKzn/j5qNQ44OBx3szzMzzIykMuu6XMze/sLi0nFpJr66tb2xmtrarJow1hwoPZahvfGZACgUVFCjhJtLAAl9Cze9fjPzaLWgjQnWNgwiaAesq0RGcoZVambxsGXpGGwj3mARCDXMSVBd7B/ROtLGXtw7rJkcFb9jKZN2COwadJd6UZMkU5Vbms9EOeRyAQi6ZMXXPjbCZMI2CSximG7GBiPE+60LdUsUCMM1k/NKQ7lulTTuhtqWQjtWfEwkLjBkEvu0MGPbMX28k/ufVY+ycNhOhohhB8cmiTiwphnSUD20LDRzlwBLGtbC3Ut5jmnG0KaZtCN7fl2dJ9bDgHReKV8Vs6XwaR4rskj2SIx45ISVyScqkQjh5IE/khbw6j86z8+a8T1rnnOnMDvkF5+Mbw4uc5w==</latexit>

ls = min(length, width) (3.1)

<latexit sha1_base64="wmEAQWOISrw4kHpfMCd7OK7VPWU=">AAACp3icdVFNTwIxEO2u3/iFevTSiCYSlOyiUS8mRi/GixgBSViy6ZYBGrrdTds1kg1/zR/hzX9jgU0UxUmavL558zqdCWLOlHacT8teWFxaXlldy61vbG5t53d2GypKJIU6jXgkmwFRwJmAumaaQzOWQMKAw0swuBvnX15BKhaJmh7G0A5JT7Auo0Qbys+/ewH0mEip8VCjXHz85jsneOg7RXyNxxd8irmvJtQUFj3vW+bOk5V+ytxZt9I/bu6sW2mOmweik/XpadJLz8qVkZ8vOGVnEvgvcDNQQFlU/fyH14loEoLQlBOlWq4T63ZKpGaUwyjnJQpiQgekBy0DBQlBtdPJnEf4yDAd3I2kOULjCfuzIiWhUsMwMMqQ6L76nRuT83KtRHev2ikTcaJB0OlD3YRjHeHx0nCHSaCaDw0gVDLTK6Z9IgnVZrU5MwT395f/gkal7F6Uz5/OCze32ThW0T46QMfIRZfoBt2jKqojah1aD9azVbOL9qPdsJtTqW1lNXtoJmzyBRYWwcg=</latexit>8
>>><

>>>:

p(x0, y0) = (x0 � ls, y0 � ls)

p(x0, y1) = (x0 � ls, y0 + ls)

p(x1, y0) = (x0 + ls, y0 � ls)

p(x1, y1) = (x0 + ls, y0 + ls)

(3.2)
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(a)                                                                                                                (b) 

Figure 3.1 Reading a new image, then crop and grayscale it. (a) Original image after reading (b) Cropping the 
original image into a square image from the central part, then transferring it to a grayscale image.  

 

2. Add Gaussian noise to this new 512x512 image (Review how you generate random 
number in Task-1). Use Gaussian noise with zero mean, and standard deviation of 15 (0.5 
marks). The intensity values of the Generated image should be within [0, 255]. 

Hint: Make sure your input image range is within [0, 255]. Kindly, you may need 
np.random.randn() in Python. While Matlab provides a convenient function imnoise(). Please 
check the default setting of these inbuilt function. 

Using np.random.nomal(loc, scale, size), we can generate a group of numbers with Gaussian 
distribution[2] shown in Formula 3.3.  

 
In order to generate random numbers with zero mean and standard deviation of 15 with image size, 
we use np.random.normal(0, 15, img.shape). After generating the noise, directly add it to the image. 
In order to keep the image range within [0, 255], we use the following code in Figure 3.2 to control.  

 
img2New_noise[img2New_noise < 0] = 0 
img2New_noise[img2New_noise > 255] = 255 
Figure 3.2 Make sure values are within [0, 255], by assigning 0 to those less than 0 and 255 to those larger than 255.  

 

Figure 3.3 shows images before and after adding Gaussian noise.  

 

<latexit sha1_base64="W6xrZiGnmpQmjWDSizhLmQSV96M=">AAACN3icbVDLSgMxFM34tr6qLt0Ei1AXlpkq6kYQ3biSCvYBnVoyaaYGk5kxuSOWMH/lxt9wpxsXirj1D0wfiK8DgcM553JzT5AIrsF1H52x8YnJqemZ2dzc/MLiUn55pabjVFFWpbGIVSMgmgkesSpwEKyRKEZkIFg9uDru+/UbpjSPo3PoJawlSTfiIacErNTOnybF2018gP1QEWq8zPj6WoEp+wn3Ne9KclHOMnZhtoaB4u2WL9NNK9rIl499IF2zXdrO2vmCW3IHwH+JNyIFNEKlnX/wOzFNJYuACqJ103MTaBmigFPBspyfapYQekW6rGlpRCTTLTO4O8MbVungMFb2RYAH6vcJQ6TWPRnYpCRwqX97ffE/r5lCuN8yPEpSYBEdLgpTgSHG/RJxhytGQfQsIVRx+1dML4ktCGzVOVuC9/vkv6RWLnm7pZ2zncLh0aiOGbSG1lEReWgPHaITVEFVRNEdekIv6NW5d56dN+d9GB1zRjOr6Aecj08c1KwY</latexit>

p(x) =
1p
2⇡�2

e�
(x�µ)2

2�2 (3.3)
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(a)                                                                                                     (b) 

Figure 3.3 Adding Gaussian noise to an image. (a) Original image after cropping and grey scaling (b) Image after 
adding Gaussian noise. We can observe some noise in this image, especially in the sky area.  

 

3. Display the two histograms side by side, one before adding the noise and one after adding 
the noise (0.25 marks for each histogram, 0.5 marks in total).  
Like task 1, we use plt.hist() to draw histograms and ravel() to make the image into a contiguous 
flattened array. Histograms a shown in Figure 3.4.  

 
(a)                                                                                                      (b) 

Figure 3.4 Histograms showing the difference between before and after adding Gaussian noise. (a) Before adding 
Gaussian noise (b) After adding Gaussian noise. It shows that after applying Gaussian noise to the image, the 
histogram appears less jagged.  

 
4. Implement your own Matlab/Python function that performs a 5x5 Gaussian filtering (1.5 
marks). Your function interface is:  
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my_Gauss_filter() 

input: noisy_image, my 5x5 gausskernel 

output: output_image 

There are two functions below. One is for calculating the sum of the kernel for convenience, the 
other one is the main function to apply Gaussian filter. The way to apply Gaussian filters is 
followed by Formula 3.4. Where T(i, j) represent the target pixel with coordinate (i, j), P represents 
kxk window with the centre of (i, j) of the image, and K represent kxk kernel with the size of k2.  

  
 All codes for both functions are shown in Figure 3.5.  
# Calculate the sum of kernel 
def kernel_sum(kernel): 
    s = 0 
    for i in range(0, kernel.shape[0]): 
        for j in range(0, kernel.shape[1]): 
            s += int(kernel[i][j]) 
    return s 
 
 
def my_Gauss_filter(noisy_image, kernel): 
    # Assume kernel must be square 
    if kernel.shape[0] != kernel.shape[1]: 
        return 'Kernel is not square!' 
    # calculate the coordinate of kernel central 
    centre = kernel.shape[0] // 2 
    # noise pics length and high 
    length = noisy_image.shape[0] 
    high = noisy_image.shape[1] 
    # kernel length 
    k_length = kernel.shape[0] 
    # initiate output 
    output_image = np.zeros((length, high)) 
    kernel_s = kernel_sum(kernel) 
    # Calculate 
    for i in range(centre, length-centre): 
        for j in range(centre, high-centre): 
            c = 0 
            for k in range(0, kernel.shape[0]**2): 
                c += noisy_image[i - centre+(k // k_length)][j - centre+(k % 
k_length)] * int(kernel[k // k_length][k % k_length]) 
            output_image[i][j] = c // kernel_s 
    return output_image 

Figure 3.5 Design my Gaussian function 

 
Also, there are two functions to generate different square sizes and different deviations of kernels. 
If we want to get 5x5 kernel with deviation of 2, we can use build_kernel(5, 2) to build it. All 
codes to generate a kernel are shown in Figure 3.6.  

<latexit sha1_base64="g1KHS9C22zvxwY7HswkO/3Gzdfo=">AAACInicbVDLSgMxFM3Ud31VXboJFqGFUma0+FgURDeCmwpWC51aMmlaY5PMkNwRyjDf4sZfceNCUVeCH2Nau1DrgcC559zLzT1BJLgB1/1wMlPTM7Nz8wvZxaXlldXc2vqlCWNNWZ2GItSNgBgmuGJ14CBYI9KMyECwq6B/MvSv7pg2PFQXMIhYS5Ke4l1OCVipnTu8KPDSbRFXsW9i2U5k1S2pqpteJ/0U1wqypIo+cMkMPhsV2AfSS3bLlbSdy7tldwQ8SbwxyaMxau3cm98JaSyZAiqIMU3PjaCVEA2cCpZm/diwiNA+6bGmpYrYra1kdGKKt63Swd1Q26cAj9SfEwmRxgxkYDslgRvz1xuK/3nNGLoHrYSrKAam6PeibiwwhHiYF+5wzSiIgSWEam7/iukN0YSCTTVrQ/D+njxJLnfK3l65cl7JHx2P45hHm2gLFZCH9tEROkU1VEcU3aNH9IxenAfnyXl13r9bM854ZgP9gvP5BTH3oQc=</latexit>

T (i, j) =
kX

m=0,n=0

P (m,n)⇥K(m,n) (3.4)
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# gauss function: e^(-x^2+y^2 / 2 sig^2)/(2 pi sig^2) 
# x,y: coordinate, sig: standard deviation 
# return the value of gaussian function 
def gauss_func(x, y, sig): 
    #print(x, y) 
    return math.exp(-(x**2 + y**2) / (2*(sig**2))) / (2 * math.pi * (sig**2)) 
# kernel build function 
# num: define the size of kernel, sig: standard deviation 
# return kernel 
def build_kernel(num, sig): 
    # the size of kernel must be odd 
    if num%2 != 1: 
        return 'not odd' 
    centre = num // 2 
    #print(centre) 
    kernel = np.zeros((num, num)) 
    for i in range(0, num): 
        for j in range(0, num): 
            # using gauss function to calculate 
            kernel[i][j] = gauss_func(-centre+i, -centre+j, sig) 
    return kernel / kernel[0][0] 

Figure 3.6 Functions to generate kernels 

 
5. Apply your Gaussian filter to the above noisy image, and display the smoothed images and 
visually check their noise-removal effects (0.5 marks in total). 
Apply my Gaussian filter by 5x5 kernel with deviation of 2. The noise image and image are 
shown in Figure 3.7. 

 
(a)                                                                                                       (b) 

Figure 3.7 Applying my Gaussian filter to the noisy image. (a) noisy image before applying Gaussian filter (b) 
smoothed image by using my Gaussian filter. We can observe that after applying the filter, the image becomes 
blurry and has removed some noises.  
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One of the key parameters to choose for the task of image filtering is the standard deviation 
of your Gaussian filter. You may need to test and compare different Gaussian kernels with 
different standard deviations (1.0 marks). 

By using build_kernel(num, sig) we can generate different kernels with different standard 
deviations. We apply sigma with 0.1, 0.5, 1, 5, 10, 50 and 100 and results are shown in Figure 3.8 
respectively.  

 
(a)                                        (b)                                         (c)                                          (d) 

 
(e)                                         (f)                                         (g)                                         (h) 

Figure 3.8 The contrast between filtered images after applying Gaussian filter with different sigma. (a) original image 
(b) sigma = 0.1 (c) sigma = 0.5 (d) sigma = 1 (e) sigma = 5 (f) sigma = 10 (g) sigma = 50 (h) sigma = 100. We can 
observe that with sigma growing larger, the more blurry the image becomes and the less noise the image has.  

 

Note: In doing this task you MUST NOT use any Matlab’s (or Python’s) inbuilt image filtering 
functions (e.g. imfilter(), filter2() in Matlab, or cv2.filter2D() in Python). In other words, you are 
required to code your own 2D filtering code, based on the original mathematical definition for 2D 
convolution. However, you are allowed to generate a 5x5 sized Gaussian kernel with inbuilt 
functions.  

6. Compare your result with that by Python’s or Matlab’s inbuilt 5x5 Gaussian filter (e.g. 
conveniently cv2.GaussianBlur() in Python or filter2(), imfilter() in Matlab). Please show 
whether the two results are nearly identical (0.5 marks). 

Further reading material: http://setosa.io/ev/image-kernels/ 
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Applying my_Gauss_filter and inbuild filter cv2.GaussianBlur() together with 5x5 kernel with 
standard deviation of 2. Figure 3.9 shows the result.  

 
(a)                                                                                                        (b) 

Figure 3.9 Comparison of my_Gauss_filter() and inbuild filter with 5x5 kernel and deviation of 2. (a) Using 
my_Gauss_filter() (b) Using inbuild filter cv2.GaussianBlur(). We can see that the two images are almost the same, 
except there is a black edge by using my_Gauss_filter(), for we did not consider the edge situation and let it remain 
black, i.e. the size of the image becomes slightly smaller.    

Task -4: Implement your own 3x3 Sobel filter in Matlab/Python (3 
marks)  

Sobel edge detector.  

You need to implement your own 3x3 Sobel filter. Again, you must not use inbuilt functions 
or any inbuilt edge detection filter. The implementation of the filter should be clearly 
presented with your code. 
It is similar to designing a Gaussian filter, instead of changing kernels. We use Formula 4.1 to 
detect vertical edges, 

 
while Formula 4.2 detects horizontal edges.  

 
All codes to write my_Sobel_filter are shown in Figure 4.1.  

<latexit sha1_base64="zZStaASSiGqbs1Ua0ng9LYTOotk=">AAACOXicbVBNS8NAEN3Urxq/qh69LBbFS0tSinosevFYwX5AU8pmO22XbjZhdyOW0L/lxX/hTfDiQRGv/gG3bRDbOjDw5r0ZZub5EWdKO86LlVlZXVvfyG7aW9s7u3u5/YO6CmNJoUZDHsqmTxRwJqCmmebQjCSQwOfQ8IfXE71xD1KxUNzpUQTtgPQF6zFKtKE6uarnQ5+JxA+IluxhbBdcfIodky72PLtQSqvStJrTPBDd3zlPk35SLrrjTi7vFJ1p4GXgpiCP0qh2cs9eN6RxAEJTTpRquU6k2wmRmlEOY9uLFUSEDkkfWgYKEoBqJ9PPx/jEMF3cC6VJofGU/TuRkECpUeCbTnPoQC1qE/I/rRXr3mU7YSKKNQg6W9SLOdYhntiIu0wC1XxkAKGSmVsxHRBJqDZm28YEd/HlZVAvFd3zYvm2nK9cpXZk0RE6RmfIRReogm5QFdUQRY/oFb2jD+vJerM+ra9Za8ZKZw7RXFjfP03bphw=</latexit>2

4
�1 0 1
�2 0 2
�1 0 1

3

5 (4.1)

<latexit sha1_base64="1WgfrjUfNOUXeOAuSvzl8RlEni8=">AAACOXicbVDLSgMxFM34rOOr6tJNsChuWmZKUZdFNy4r2Ad0Ssmkt21oJjMkGbEM/S03/oU7wY0LRdz6A2amRbT1woWTc+4h9x4/4kxpx3m2lpZXVtfWcxv25tb2zm5+b7+hwlhSqNOQh7LlEwWcCahrpjm0Igkk8Dk0/dFVqjfvQCoWils9jqATkIFgfUaJNlQ3X/N8GDCR+AHRkt1PbBef4LJpF3ue7RgwbfMoplIx1YqZ6IHo/fg8TQZJpVSedPMFp+RkhReBOwMFNKtaN//k9UIaByA05USptutEupMQqRnlMLG9WEFE6IgMoG2gIAGoTpJdPsHHhunhfihNC40z9rcjIYFS48A3k2bRoZrXUvI/rR3r/kUnYSKKNQg6/agfc6xDnMaIe0wC1XxsAKGSmV0xHRJJqDZh2yYEd/7kRdAol9yzUuWmUqhezuLIoUN0hE6Ri85RFV2jGqojih7QC3pD79aj9Wp9WJ/T0SVr5jlAf8r6+gZO7aYd</latexit>2

4
1 2 1
0 0 0
�1 �2 �1

3

5 (4.2)
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def my_Sobel_filter(image, Vertical=True, threshold=100): 
    if Vertical == True: 
        sobel = np.array([[-1, 0, 1], [-2, 0, 2], [-1, 0, 1]]) 
    else: 
        sobel = np.array([[1, 2, 1], [0, 0, 0], [-1, -2, -1]]) 
 
    # calculate the coordinate of kernel central 
    centre = 1 
    # pics length and high 
    length = image.shape[0] 
    high = image.shape[1] 
    # sobel length 
    s_length = 3 
    # initiate output 
    output_image = np.zeros((length, high)) 
    # Calculate 
    for i in range(centre, length - centre): 
        for j in range(centre, high - centre): 
            c = 0 
            for k in range(0, 9):  
                c += image[i - centre + (k // s_length)][j - centre + (k % 
s_length)] * int(sobel[k // s_length][k % s_length]) 
            output_image[i][j] = c 
    output_image[output_image <= threshold] = 0 
    output_image[output_image > threshold] = 255 
    return output_image 
Figure 4.1 Function to realize Sobel filter. My_Sobel_fliter has three parameters. The parameter ‘image’ needs to 
input the source image. Vertical means to display whether vertical edge or horizontal edge, default is vertical. The 
threshold is a control variable to make the image only display the edge with the brightest pixels while the non-edge 
with the darkest pixels.  

Test it on the image, image3.jpg, and compare your result with inbuilt Sobel edge detection 
function (0.5 marks), 

First, we apply the image to both vertical and horizontal Sobel functions, and use Formula 4.3 to 
calculate the edge for both directions. In Formula 4.3, Sv refers to using vertical Sobel edge 
detection while Sh refers to using horizontal edge detection, and Svh is for both directions[3]. 

  
After applying so, results are shown in Figure 4.2.  

<latexit sha1_base64="9qCMgsfu2HQoyn8wbuNyNDvD95o=">AAACEHicbVDJSgNBEO2JW4zbqEcvjUEUhDATg3oRgl48RmIWyDL0dDpJk57F7ppAGOYTvPgrXjwo4tWjN//GznLQxAcFj/eqqKrnhoIrsKxvI7W0vLK6ll7PbGxube+Yu3tVFUSSsgoNRCDrLlFMcJ9VgINg9VAy4rmC1dzBzdivDZlUPPDvYRSylkd6Pu9ySkBLjnlcduJhP8FXuKkeJMRlZ9jO41NcdvrtfIKbQHpxIXeWOGbWylkT4EViz0gWzVByzK9mJ6CRx3yggijVsK0QWjGRwKlgSaYZKRYSOiA91tDUJx5TrXjyUIKPtNLB3UDq8gFP1N8TMfGUGnmu7vQI9NW8Nxb/8xoRdC9bMffDCJhPp4u6kcAQ4HE6uMMloyBGmhAqub4V0z6RhILOMKNDsOdfXiTVfM4+zxXuCtni9SyONDpAh+gE2egCFdEtKqEKougRPaNX9GY8GS/Gu/ExbU0Zs5l99AfG5w810ptv</latexit>

Svh =
q

S2
v + S2

h (4.3)
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(a) 

 
(b)                                                             (c)                                                             (d) 

 
(e)                                                             (f)                                                             (g) 

Figure 4.2 Apply my Sobel filter and inbuilt Sobel filter. (a) Original Grayscale image (b) My Sobel filter on vertical 
direction (c) My Sobel filter on horizontal direction (d) My Sobel filter in both vertical and horizontal directions (e) 
Inbuilt Sobel filter in vertical direction (f) Inbuilt Sobel filter in horizontal direction (g) Inbuilt Sobel filter in both 
vertical and horizontal directions.  

Briefly explain the function of Sobel filter and how it can achieve this function (0.5 mark).  

The Sobel filter achieves this function by convolving the picture with two kernels, one for the 
horizontal direction and one for the vertical direction), which are designed to detect changes in 
intensity along those directions. Sobel filter determines the gradient of the picture intensity along 
the horizontal and vertical directions, combining these gradient values to create a general 
indicator of edge strength at each pixel location. 
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Investigate the accuracy of the Sobel filter in terms of predicting the orientation of the 
edge. If it is used for edge detection, what might cause any inaccuracy of the edge 
orientation estimation that you see? Look at the histogram of the gradient orientation and 
find out the major edge orientations in the image. Please discuss whether the gradient 
orientation histogram align with respect to the real expected edges for the image or not.   

You can use the inbuilt Sobel function to discuss this question. (2.0 mark) 

From Figure 4.2, we can see that most edges are displayed properly. It is clearly shown the edge 
of the Statue of Liberty, the buildings, and the ships. However, there are still some details are 
missing in Figure 4.3.  

 
(a)                                                            (b) 

 
(c)                                                             (d) 

Figure 4.3 Comparison of lost details (a) Original image of the arm of Statue of Liberty (b) After using Sobel filter 
of the arm of Statue Liberty (c) Original image of the cloud (d) After using Sobel filter of the cloud.  

We can see that after using Sobel filter to detect the edge, for the first group of images, the edge 
of the left side of the arm is missing as well as the right side of the face; for the second group of 
images, the edge of the cloud is missing. There are several explanations or assumptions 
according to some studies on Sobel filter[4]. 
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First, we assume that the values of the grey levels could be measured with infinite precision. 
When the light intensities are digitalized with a finite number of bits of accuracy, errors will be 
introduced. Besides, edge detector performance will also be impacted by shadows and uneven 
lighting. Moreover, the object boundaries will typically not be straight. The accepted model is 
thus simply a rough approximation of the actual situation.  
In order to calculate the gradient orientation, we can use cv2.phase() method. It takes four 
parameters, first for x direction, second for y direction, third for the output array of angles, and 
fourth for deciding whether to use angles in degrees or radians. After applying this method to the 
Sobel filter, we show gradient orientation by using “ cmap = ‘jet’ ”, which displays colours from 
blue to cyan, green, yellow, orange and red with the number increasing. Besides, we draw a 
histogram of the gradient orientation, and directions are divided into 8 categories. All two images 
are shown in Figure 4.4.  

 
(a)                                                                                          (b) 

Figure 4.4 Gradient orientation (a) Show gradient orientation in the original image with colour (b) Histogram of 
gradient orientation 

From Figure 4.4(b), we can conclude that the major orientation is horizontal, for the maximum of 
the histogram is within [0, 45] degrees. It aligns with the real expected edge, for we can 
distinguish most of the edges from Figure 4.4(a).  

Task -5: Image Rotation (3 marks) 
Take one frontal face photo of yourself, under normal lighting condition, against a white 
wall. (i.e., as if a passport photo). The image should be in landscape shape (i.e., the longer 
side is in the horizontal direction), and resized to 384x 512. (Height x Width) 
1. Implement your own function my_rotation() for image rotation by any given angle 
between [-90o, 90o]. Display images rotated by -90o, -45o, -15o, 45o, and 90o (0.20 for each 
image, 1.0 mark in total). 
Note: positive for clockwise. Negative for anti-clockwise. Eg. -45o means rotate 45o in anti-
clockwise direction. 
According to rotation rules, we can get a rotation function in Formula 4.1. It is used for forward 
mapping.  
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Alternatively, Formula 4.2 shows a way of inverse mapping.  

 
In both formulae, x’ and y’ mean image after rotation; cx and cy are the coordinates of the rotation 
centre, typically the centre of the image; q is the rotation degree. 

To be easier to code, we transform Formula 5.1 and 5.2 into Formula 5.3 and 5.4.  

  

 
Figure 5.1 shows all codes for the rotating function, including forward or inverse, splatting or 
not, nearest neighbour or bilinear method. There are 5 parameters. The first is for the image 
which needs to be rotated. The Second is the rotating angle. The third is whether forward or 
inverse mapping, default forward. The fourth is whether splatting when forward mapping, with 
default splatting. The fifth is whether using bilinear or not, default not using.  
def my_rotation(img, angle, forward = True, splatting = True, bilinear = 
False): 
    if(angle>-90 and angle<0): 
        angle = 360 + angle 
    # transfer to radian 
    angle = angle * math.pi / 180 
    # the length and height of the image 
    length = img.shape[1] 
    height = img.shape[0] 
    # initialize the output 
    result = np.zeros(img.shape) 
    # forward mapping begins 
    if(forward): 
        for i in range(0, length): 
            for j in range(0, height): 
                x = math.cos(angle) * i - math.sin(angle) * j - 0.5 * length 
* math.cos(angle) + 0.5 * height * math.sin(angle) + 0.5 * length 
                y = math.sin(angle) * i + math.cos(angle) * j - 0.5 * length 
* math.sin(angle) - 0.5 * height * math.cos(angle) + 0.5 * height 
                # using splatting method. If a point is among pixels, then 
splatting it to its 4 neighbours 
                if(splatting): 
                    # find neighbours 
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                    x1 = math.ceil(x)-1 
                    x2 = math.floor(x)-1 
                    y1 = math.ceil(y)-1 
                    y2 = math.floor(y)-1 
                    # if pixel is outbound, then discard it 
                    if(x1>0 and x1<length and y1>0 and y1<height): 
                        result[y1, x1, :] = img[j, i, :] 
                        result[y1, x2, :] = img[j, i, :] 
                        result[y2, x1, :] = img[j, i, :] 
                        result[y2, x2, :] = img[j, i, :] 
                else: 
                    # not using flatting method. Directly to the nearest 
neighbour 
                    x1 = int(x) 
                    y1 = int(y) 
                    if (x1 > 0 and x1 < length and y1 > 0 and y1 < height): 
                        result[y1, x1, :] = img[j, i, :] 
    # forward mapping end 
    # inverse mapping begin 
    else: 
        for i in range(0, length): 
            for j in range(0, height): 
                # not using bilinear method. Directly find the nearest 
neighbour 
                if(not bilinear): 
                    x = int(math.cos(angle) * i + math.sin(angle) * j - 0.5 * 
length * math.cos(angle) - 0.5 * height * math.sin(angle) + 0.5 * length) 
                    y = int(-math.sin(angle) * i + math.cos(angle) * j + 0.5 
* length * math.sin(angle) - 0.5 * height * math.cos(angle) + 0.5 * height) 
                    if(x-1>0 and x-1<length and y-1>0 and y-1<height): 
                        result[j, i, :] = img[y-1, x-1, :] 
                else: 
                    # using bilinear method 
                    x0 = math.cos(angle) * i + math.sin(angle) * j - 0.5 * 
length * math.cos(angle) - 0.5 * height * math.sin(angle) + 0.5 * length 
                    y0 = -math.sin(angle) * i + math.cos(angle) * j + 0.5 * 
length * math.sin(angle) - 0.5 * height * math.cos(angle) + 0.5 * height 
                    x1 = math.ceil(x0) 
                    x2 = math.floor(x0) 
                    y1 = math.ceil(y0) 
                    y2 = math.floor(y0) 
                    # q11 = (x1, y1), q21 = (x2, y1), q12 = (x1, y2), q22 = 
(x2, y2) 
                    if(x1>0 and x1<length and x2>0 and x2<length and y1>0 and 
y1<height and y2>0 and y2<height): 
                        if(x1 != x2 and y1 != y2): 
                            f_x_y1 = (x2 - x0)/(x2 - x1) * img[y1, x1, :] + 
(x0 - x1)/(x2 - x1) * img[y1, x2, :] 
                            f_x_y2 = (x2 - x0)/(x2 - x1) * img[y2, x1, :] + 
(x0 - x1)/(x2 - x1) * img[y2, x2, :] 
                            f_x_y = (y2 - y0)/(y2 - y1) * f_x_y1 + (y0 - 
y1)/(y2 - y1) * f_x_y2 
                        elif(x1 == x2 and y1 != y2): 
                            f_x_y = (y2 - y0)/(y2 - y1) * img[y1, x1, :] + 
(y0 - y1)/(y2 - y1) * img[y2, x1, :] 
                        elif(y1 == y2 and x1 != x2): 
                            f_x_y = (x2 - x0)/(x2 - x1) * img[y2, x1, :] + 
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(x0 - x1)/(x2 - x1) * img[y2, x2, :] 
                        else: 
                            f_x_y = img[y1, x1, :] 
                        result[j, i, :] = f_x_y 
    return result 

Figure 5.1 my_rotation() function 

Following shows images rotating -90o, -45o, -15o, 45o, and 90o respectively in Figure 5.2. All use 
default options discussed before.  

 
(a)                                                          (b)                                                            (c) 

 
(d)                                                           (e)                                                           (f) 

Figure 5.2 Image rotation (a) Original image (b) Rotate image 90 degrees anti-clockwise (c) Rotate image 45 
degrees anti-clockwise (d) Rotate 15 degrees clockwise (e) Rotate 45 degrees clockwise (f) Rotate 90 degrees 
clockwise 

 
2. Compare forward and backward mapping and analyze their difference (1.0 mark). 
[ Hints: you are required to write my_rotation(), using, forward mapping and backward mapping, 
respectively. Obtain the images after rotating using two different methods.] 
Applying both forward and inverse methods to rotate the image 45 degrees clockwise. First uses 
forward without flatting, which means when a point is among pixels, just find its nearest 
neighbour. Second one uses forward with flatting, which means when a point is among pixels, 
splat this point evenly to all neighbours around it. Last one uses the inverse method, finding the 
nearest neighbour. All results are shown in Figure 5.3.  
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(a)                                                          (b)                                                          (c) 

Figure 5.3 Difference between the forward mapping and backward mapping (a) Using forward method but not 
splatting to neighbours (b) Using forward method with splatting (c) Using inverse method with finding the nearest 
neighbour 

From Figure 5.3, we can discover that when using forward method but without flatting, there are 
a lot of black holes in the image. After applying splatting, holes are reduced significantly. In 
order to compare forward and inverse mapping, we magnify some parts of the image, which are 
shown in Figure 5.4.  

 
(a)                                                                                              (b) 

Figure 5.4 Diference between forward and inverse method (a) Forward method (b) Inverse method 

From Figure 5.4(a), we can observe the edge of the image. There are some pixels outside the 
image while 5.4(b) is not. Besides, we can observe the edges of objects in both images, i.e., the 
edge of the computer monitor, clothes, face and etc. It appears that by using forward method, the 
edge of the object of the image is much more jagged than inverse method. The quality is better 
by using inverse method.  

 
3. Compare the methods using bilinear interpolation or using nearest neighbor method in 
the inverse mapping/warping method and analyze their differences (1.0 mark). 
When using inverse mapping, two methods are used if a point is among pixels. First one is the 
nearest neighbour, which is simply to find the nearest integer of the point. Second method is 
bilinear method, it is for interpolating functions of two variables using repeated linear 
interpolation[5]. Figure 5.5 shows the relationship between pixel dots and point we want to 
interpolate.  



21 
 

 
Figure 5.5 Bilinear method. p is the point we need to interpolate 

Calculation method followed by Formula 5.5 and 5.6.  

 
Where, 

 
Here are the results for finding the nearest neighbour and using bilinear method for inverse 
method in Figure 5.6. 

 
(a)                                                                                                    (b) 

Figure 5.6 Inverse mapping using different methods (a) Using nearest neighbour method (b) Using bilinear 
interpolation 

In order to see the difference clearly, we crop some parts of the image and magnify it to get a 
better view, in Figure 5.7.  

p
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f(x, y) = a00 + a10x+ a01y + a11xy (5.5)
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>>>:

a00 = f(x1, y1),

a10 = f(x2, y1)� f(x1, y1),

a01 = f(x1, y2)� f(x1, y1),

a11 = f(x2, y2)� f(x2, y1)� f(x1, y2) + f(x1, y1)

(5.6)
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(a)                                                                                                     (b) 

 
(c)                                                                                                     (d) 

Figure 5.7 Different parts of the image after magnifying (a) Part one of nearest neighbour method (b) Part one of 
bilinear interpolation (c) Part two of nearest neighbour method (d) Part two of bilinear interpolation 

From Figure 5.7(b)(d), compared to 5.7(a)(c), we can see the edge of the monitor, clothes and 
face is much smoother by using bilinear interpolation method. Besides, we can see details are 
clearer by bilinear methods, like the beard in 5.7(b), and the ventilator and patterns on the ceil in 
5.7(d).  
Above all, we can conclude that by using inverse mapping with bilinear interpolation method, we 
can get a better result.  
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